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- fundamental algorithmic tasks:
- counting,
- random sampling,
- combinatorial optimization,
- combinatorial generation [Knuth TAOCP Vol. 4A].
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## Examples

- binary trees on $n$ nodes by rotations [Lucas, van Baronaigien, Ruskey 93]
- n-permutations by adjacent transpositions
(SJT algorithm) [Steinhaus 58], [Johnson 64], [Trotter 62]
- bitstrings of length $n$ by bitflips (BRGC) [Gray 53]
- spanning trees of a fixed graph by edge exchanges
[Cummings 66]
- All these examples lead to constant (amortized) delay generation algorithms.
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## Why greedy?

- Hamilton paths where every suffix 0 and 1 appears consecutive.
- They have a "tree-like" structure.
- Example: $(5,3)$-combinations

$$
\begin{array}{lllllll}
x_{1} & 1 & 1 & 1 & 0 & 0 \\
x_{2} & 1 & 0 & 1 & 1 & 0 \\
x_{3} & 0 & 1 & 1 & 1 & 0 \\
x_{4} & 1 & 1 & 0 & 1 & 0 \\
x_{5} & 1 & 1 & 0 & 0 & 1 \\
x_{6} & 0 & 1 & 1 & 0 & 1 \\
x_{7} & 1 & 0 & 1 & 0 & 1 \\
x_{8} & 1 & 0 & 0 & 1 & 1 \\
x_{9} & 0 & 1 & 0 & 1 & 1 \\
x_{10} & 0 & 0 & 1 & 1 & 1
\end{array}
$$
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## Why greedy?

- Hamilton paths where every suffix 0 and 1 appears consecutive.
- They have a "tree-like" structure.
- Example: $(5,3)$-combinations

$\circ \mathcal{X}$ is the leaves of the tree.
- The tree "prioritizes" changes in the shortest prefix.
- Our algorithm implictly traverses this tree
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- Being in a subtree prescribes a suffix.
- Need to minimize $d_{H}(x, y)$ among them.
- Just one more optimization step is needed.
- Fact: $d_{H}(x, y)$ is an affine function for fixed $x$.
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